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Abstract 

The AI Act has been widely celebrated for its emphasis on fundamental rights. 

However, while the Act makes grand promises, it ultimately may achieve very little. 

The regulation spans over a hundred articles and nearly two hundred recitals. De-

spite its massiveness, the AI Act may not effectively promote the realization of hu-

man rights; rather, it merely mitigates associated risks.  

1. Introduction 

In the course of history, new technologies have often sparked anxiety1. The dis-

course around artificial intelligence has been particularly tense. Headlines describe 

AI as a disruptive technology, which discriminates, exploits and manipulates. It de-

stroys democracies, spreads misinformation and threatens humanity. 

These concerns have served as catalysts to regulate AI. In April 2021, the Euro-

pean Commission (“EC”) unveiled its drafts for the Artificial Intelligence Act (“the 

AI Act”). After years of preparation, the AI Act was approved by the EU Member 

States (“Council”) and the European Parliament (“EP”) in the spring of 2024. The 

Act came into effect in August 2024, with a transition period that ends in 2027.  

The AI Act governs the development, commercialization, and use of AI products 

within the EU territory. It mandates pre-market requirements, including fundamen-

tal rights impact assessments and transparency obligations, on both users (“deploy-

ers”) and developers (“providers”, “manufacturers”, “importers”) of AI systems. 

Non-compliance will be met with significant fines. 

 
1 MacNaghten & al., (2015), Mokyr & al., (2015). 
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One of the AI Act´s main objectives is to address the fundamental rights concerns 

arising from the opaque use of AI (COM2021). However, it struggles to achieve 

this goal. As Almada and Petit (2023) remarks, there is a fundamental “mismatch 

between means and ends in the AI Act.” Technically, the AI Act tries to extend the 

product safety regulation to cover fundamental right issues. This creates a set of 

challenges, which the AI Act does not fully tackle.  

In this article, I will focus on these challenges. First, I will address the difficulty 

of crafting a future-proof, technology-neutral definition for AI (Sections 2-3). Next, 

I will analyze the AI Act's struggle to provide an account of fundamental right risks 

(Section 3), and the effectiveness of its risk mitigation strategies (Section 4-6). I´ll 

conclude by arguing that the AI Act falls short of achieving its objectives (Section 

6). Namely, the AI Act promises much but ends up doing very little. 

2. Challenge (1): The Scope of the Regulation 

The fundamental challenge for any AI regulation is to determine the appropriate 

scope of legislation in a future-proof way. The rapid and unpredictable evolution of 

algorithmic technologies makes regulations tied to specific programming tech-

niques quickly obsolete, leading to discriminatory legal practices (Greenberg, 

2016)2.  

To avoid this problem, the European Union (EU) decided to regulate the risky 

uses of AI applications, not the technology itself. The solution would both ensure 

future-proof regulation, and be technology-neutral, preventing discriminatory prac-

tices.  

In a more detail, The AI Act was designed to impose pre-market obligations (“ex-

ante approach”) on key stakeholders in value chains. The obligations are contingent 

upon the roles of stakeholders in designating the (intended) uses of AI systems, not 

on the used technology per se. In practice, the AI Act imposes responsibilities to the 

“providers” (e.g developers, such as software companies), and the “deployers” (e.g. 

users, such as a public sector agency using AI system for service-production)3.  

For example, if a public sector deployer, such as a hospital, employs an AI sys-

tem for assessing the patient´s need for medical care, then the hospital decides what 

the concrete context, manner and domain of the use are. Under the AI Act, as a 

 
2 In juridical context, technology neutrality means that laws promote future 

proofness (´statutory longevity`), and equal treatment of old and new technologies. 

It prevents legal discrimination, as it enables the stakeholders to decide itself what 

technology is better suited for achieving their goals (Greenberg 2016; Shad-

ikhodjaev 2021). 
3 There are also specific responsibilities to other actors, or stakeholders in the 

supply and value chains (e.g manufacturers, importers, and so on).  



3 

public sector deployer the hospital is required to conduct the mandatory Fundamen-

tal Rights Impact Assessment (“FRIA”) before implementing the system in practice 

(art. 27). The FRIA obligates the deployers to examine how the use of AI system 

effects fundamental rights, ensure the human oversight, and to develop methods for 

effective risk-mitigation. 

Since the FRIA assessment necessitates information about the technical details 

of the used AI system, the provider of the AI system (e.g. a software company that 

develops and brings the AI system to the market), must also furnish adequate infor-

mation to the deployer (the hospital using the system)4. The provider designates 

what the intended purpose of the developed system is (Art. 3.12). 

The required information must adhere to standards, necessitating its provision in 

the form of pre-market conformity assessments (Art. 8-15). Mandatory assessments, 

thus, pushes the providers to share information about the used training methods, the 

used data, as well to spell out the way how the AI system is supposed to work, what 

its intended purpose of use is, and what the potential risks are (Art. 8-15, 

AIACT2024). 

Importantly, the logic of obligations ensures technology neutrality, as it targets 

on stakeholders and their roles in the use of systems. However, the ad hoc provisions 

of the so-called "general purpose AI" (“GPAI”) articles (Art. 52a-e) turned the orig-

inal approach on its head.  

Initially, the GPAI articles were introduced during French Presidency (2022). 

The goal was to ensure the fair regulation of models capable of serving multiple 

purposes. The articles, however, were revised several times in response to the po-

litical pressure caused by the rise of generative AI in 20235.  

After painfully confusing and difficult negotiations6, the EU ended up imposing 

obligations for the providers of general-purpose AI models (such as GPT-4) and 

 
4 According to Art. 3.12, the provider defines the intended purpose of a use for 

an AI system.   
5 In particularly, they were reinterpreted in terms of foundation models. For the 

notion of “foundation model”, see Bommasani & al., 2021.  
6 In the AI Act, the notions of “foundation model” and “frontier models”, the rise 

of generative AI, and the regulation revolving around the intended purposes are 

lumped together. As a result, the distinction between GPAI-models and GPAI-

systems is conceptually and technically confusing. For example, the general-pur-

pose models are defined in non-technical terms of “tasks”, and the GPAI-systems 

are defined in terms of “purposes”, but tasks or purposes are not given any specifi-

cation. This non-technical, conceptually confusing classification makes it hard to 

delineate, what the GPAI-models and systems are supposed to be. The Commission 

is preparing the so-called “codes of conduct” for helping stakeholders to interpret 

the regulation in practical matters. Unfortunately, they focus only on practical re-

quirements, not fundamental questions related to the scope of regulation. For the 

drafts, see: digital-strategy.ec.europa.eu/en/library/third-draft-general-purpose-ai-

code-practice-published-written-independent-experts#email 
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general purpose-AI systems (such as chatGPT). The GPAI- models are models, that 

“display significant generality and is capable of competently performing a wide 

range of distinct tasks” (art. 3.63), while the GPAI- systems are “based on a general-

purpose AI model” and have “the capability to serve a variety of purposes (art. 3.66, 

art. 51)7.  

Providers of GPAI-systems are expected to provide technical documentation 

about the models, describe the content used for model training, and explain how 

they implement existing EU copyright law. The providers of advanced large-scale 

GPAI models with systemic risk must assess and mitigate systemic risks by per-

forming model evaluations, keeping track of, documenting, and reporting serious 

incidents, and ensuring cybersecurity protection for the model and its physical in-

frastructure (Art. 55).  

Although GPAI-articles are not explicitly technology-dependent8, they are likely 

to steer the enforcement of the regulation toward such a direction9. For example, the 

recital 98 states how “the generality of” a GPAI model could… “be determined by 

a number of parameters” and that “models with at least a billion of parameters and 

trained with a large amount of data using self-supervision at scale should be con-

sidered to display significant generality”, as they “competently perform a wide 

range of distinctive tasks”. Even if this does not explicitly refer to any specific mod-

els, it clearly switches the focus from the uses of models to the technology itself.  

GPAI- articles, thus, extend the scope of the AI Act to areas beyond the reach of 

the original regulation. The articles alter the logic of the AI Act, raising concerns 

on the AI Act´s internal coherence. Inconsistencies also add layers of ambiguity, 

which may impact negatively on the AI Act´s practical compliance. 

 

3. Challenge (2): The Appropriate Definition of AI 

 

Conceptual discrepancies impact on the legal certainty, endangering the effective 

enforcement of regulation. To avoid this, the regulation should articulate its key 

concepts with sufficient clarity. Key concepts are crucial: They delineate what falls 

within the scope of the regulation, and perhaps more importantly, what does not.  

 
7 Concretely, providers are expected to provide technical documentation about 

the models, describe the content used for model training, and explain how they im-

plement existing EU copyright law. 
8 One may argue that GPAI-articles do not explicitly discriminate certain pro-

gramming techniques, or model architectures, as they focus on models and systems 

with multiple purposes and tasks.   
9 The explicit formulation of the articles may not be technology dependent. The 

classification criteria (art. 51) raises a possibility of technology-dependent prac-

tices. 
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In the AI Act, the AI is one of the central concepts. After multiple proposals, the 

EU adopted the so-called OECD definition of AI.  Strategically, the co-adoption of 

terminology with an influential economic forum is understandable. It may increase 

the global visibility and impact of the AI Act, facilitate the global harmonization of 

AI governance, and diminish the potential negative effects of the AI regulation on 

the EU´s competitiveness.  

The OECD definition10 characterizes AI as “systems” rather than focusing on 

programming techniques or software taxonomies. This makes the definition better 

suited for technology-neutral regulation. It adds flexibility, as it allows the AI sys-

tems to encompass multiple technical solutions (Art 3.1.): 

 “‘AI system’ means a machine-based system designed to operate with varying 

levels of autonomy and that may exhibit adaptiveness after deployment and that, for 

explicit or implicit objectives, infers, from the input it receives, how to generate 

outputs such as predictions, content, recommendations, or decisions that can influ-

ence physical or virtual environments” 

 However, the notoriously complicated definition prioritizes future proofing at 

the expense of clarity. The terms such as "may," "varying levels," and "can" are 

intended to tackle the rapid development of technology. They make the definition 

complex and ambiguous. Technical jargon (“predictions”, “recommendations”, 

“generate”), unnecessary clarifications (e.g. “physical or virtual”), and undefined 

everyday concepts (e.g., "content," "influence") blur the content more. 

The core of the definition, however, is that AI systems are autonomous and adap-

tive, and they can infer (recital 6 and 12, and guidelines 2.20)11. Such adaptive sys-

tems have “self-learning capabilities” that allow them to “change” while they are in 

use (recital 12). Moreover, they are “autonomous” (guidelines 2.20), if they have 

“some degree of independence of actions from human involvement and of capabil-

ities to operate without human intervention” (ibid.).  

Thus, the definition excludes automated, non-autonomous, rule-based mechani-

cal "traditional software systems" from the scope of the regulation (guidelines, sec-

tion 2). As the recital 6 states, the concept of AI systems "should not encompass 

systems that are based solely on rules defined by natural persons to automatically 

execute operations". If systems are neither adaptive (as they only mechanically ex-

ecute the pre-defined rules without learning) nor autonomous (as automation does 

not imply autonomy12), they are not AI systems (in a light of the article 3.1.).  

 

 
10 It defines AI as “a machine-based system that can, for a… set of.. objectives, 

make predictions, recommendations, or decisions influencing real or virtual envi-

ronments” (OECD 2024). 
11 The Commission published a draft of guidelines for facilitating the interpreta-

tion of the definition. For the guidelines, see: digital-strategy.ec.europa.eu/en/li-

brary/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-

acts-rules-application. 
12 For discussion, see for example Nersessian et al., 2021. 
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Is the Definition Too Narrow? 

 

For critics, the exclusion makes the scope of the AI Act too narrow. For instance, 

Haataja and Bryson (2023) argue that “all software” that make “life-changing deci-

sions” should be subject to AI regulation13. For Haataja and Bryson (ibid.), it “does 

not matter”, whether the decisions are made by “excel macros, steam-punk clock-

works” or complex machine learning algorithms.  

It may well be that any software used for decision-making have fundamental 

right effects. The AI Act, however, is hardly the most suitable instrument for ad-

dressing them. The AI Act is (or, was intended to be) a fine-tuned instrument for 

preventing a (presumably) specific set of scalable risks raised by certain algorithmic 

systems (guidelines 2.20-21).  

The use of adaptive, computationally complex, indeterministic and unpredictable 

algorithmic systems for “autonomous” decision making raises these risks in a way, 

that is anticipated to escape the human oversight (COM2021, guidelines 2.21). In 

the logic of the AI Act, the risks associated with the use of AI, are (or should be) 

conceived as systematic, typically scalable side effects of the computational profile 

of opaque systems (i.e. for example systematic vulnerability of well-trained and 

well-functioning models due to their computational profile14), their training history 

(e.g. data bias), when these systems are used for specific purposes.  

Importantly, these systematic “side effects” are due to the computational profile 

of sufficiently complex systems (for example, brittleness is associated as a side ef-

fect of optimization of accuracy, see Ilyas et al, 2019), and their training and pro-

gramming methods (data bias in the context of typical ML-based classification al-

gorithms). 

More simple programming techniques do not constitute, cause or raise similar 

problems, as their computational profile is different. This is not to say that excel 

macros or clockworks don´t have any negative, scalable and opaque human right 

effects. They may, but typically by “simple” performance errors, bugs, or bad de-

sign choices, and not by computational profile or its systematic fragilities15.  

 
13 Haataja and Bryson (2023) analyses the definition of AI in a light of the notion 

of “intelligence”, arguing that we should adopt the widest possible definition for 

intelligence that would cover all software. As I see it, there is no need to refer to the 

notion of “intelligence”. The notion of computational profile suffices for the pur-

poses of Article 3(1) and Recital 6.   
14 For example, the systematic sensitivity to adversarial features, see Ilyas et al., 

2019.  
15 For an analysis of constitutive, causal and algorithmic analysis of computa-

tional systems, see Craver 2000, Rusanen & Lappi 2007, 2016, and in the context 

of contemporary LLMs Millier and Bucker, 2024.  
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To sum up, it does not make sense to extend the required, relatively massive, 

tailored pre-market risk assessment methodologies (Art. 8-15)16, such as mitigation 

of adversarial attacks (Art. 15(5)), to cover any software. It suffices, if it regulates 

the relevant ones17. 

4. Challenge (3): The Legal Legacy of Prior Product Safety EU 

Regulation 

The legacy of EU product safety regulation plays a significant role in the challenges 

faced by the AI Act. The AI Act aims to reform EU product safety regulation by 

extending it to cover fundamental rights. However, this leads to problems that the 

AI Act does not fully resolve.  

In line with the established approach of existing EU legislation, the AI Act cat-

egorizes the uses of AI based on the nature and severity of the risks they pose. Fol-

lowing the canon, the AI Act defines risks as “the combination of the probability of 

the occurrence of harm and the severity of that harm” (Article 3.2). The “probability 

of occurrence” refers to the likelihood of a harmful event18. “Harms” are violations 

of fundamental rights (such as safety, health, or equality), threats to “European val-

ues,” or acts against the “public interest” (recital 5).  

Harms may be “material or immaterial, including physical, psychological, soci-

etal, or economic harm” (recital 5). Certain harms are systemic, manifesting as 

large-scale adverse impacts on public and economic safety, security and health, crit-

ical infrastructure, or democratic processes (recital 110). Others may affect individ-

uals (recital 50) or groups of persons (recital 30). 

The classification of risks forms a taxonomy of four risk levels, namely uses 

with 1) unacceptable risks, 2) high risks, 3) limited risks, and 4) low and minimal 

risks. 

Prohibited AI practices. The intended purpose of a system use, which raise un-

acceptable risks contradicts EU´s “fundamental values”, such as respect for human 

dignity, freedom, equality, democracy, fundamental rights, and the rule of law will 

be prohibited (art. 5, recital 28). For example, social scoring, untargeted scraping as 

a form of privacy and data right violation, algorithmic exploitation of vulnerable 

 
16 There is no systematic, independent and reliable impact assessments on the 

short run or long term costs, or effects, of the conformity assessment, or the FRIA-

methodology at the level of individual EU member states.  
17 One should be ready to evaluate the ideal of technology-neutrality objectively. 

As Greenberg 2006 emphasizes, in some occasions technology-specificity may 

serve better the regulatory purposes.  
18 The AI Act does not define the “probability of occurrence”. The interpretation 

is based on Novelli & al. (2024) interesting paper on the static notion of risks.  
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groups, and the unauthorized surveillance use of real-time biometric identification 

in public places for the purposes of law enforcement are prohibited (art. 5).  

High-Risk uses. If the intended purpose of a system uses poses “high-risk” (Art. 

6), the use is authorized, but subject to requirements and certifications to access the 

EU market (following a premarket conformity regime, “conformity assessment”)19. 

The high-risk uses cover the 19 cases listed in Annex II, for which there is already 

existing legislation (such as medical devices, machines or toys), and the additional 

eight use areas listed in Annex III (such as migration, education, public services, 

critical digital infrastructure, and medical aid).  

Limited risk uses are, for example, situations where AI systems interact with 

humans, such as chatbots or deepfakes in consumer services. As the developed 

deepfake techniques make it possible that humans may not understand they are com-

municating with machines, to prevent this risk the AI Act subjects light transpar-

ency obligations, such as codes of conduct, to these uses (Art. 50).  

“Low or minimal” risk uses pose negligible or no risks to individuals' rights, 

safety, or well-being, and therefore, no direct regulatory requirements are imposed 

on them.  

Curiously, the AI Act does not specify, why the risk-levels are as they are, or 

what, exactly, are the criteria used to estimate the type, quality, or severity of as-

sumed harms20. Instead, the AI Act provides lists of fundamental rights (recital 48) 

and it stipulates that certain uses of AI raise risks to these rights21.  

This “stipulation-based” (my term) approach characterizes the risk profile of a 

high-risk AI system as a combination of the two dimensions22:  

(i) if a system is an AI system (the definition of AI in Article 3.1), and  

 
19 The obligations are designated primarily to the providers (=suppliers, such as 

a software company) and the deployers (e.g. a public sector agency using AI in 

service production) of AI systems. 
20 The FRIA assessments and conformity assessments push the stakeholders to 

analyse, how the use of AI systems utilize personal data, what are the security and 

cybersecurity issues raised, and whether the use raises questions, say, on the equal 

treatment of people, human dignity, or other rights. They operationalize fundamen-

tal right risks as the potential effects that the uses of opaque, scalable, bias-sensitive 

and technically brittle AI systems may cause to human rights, such as equality rights 

(such as the discriminatory uses of biased AI when assessing creditworthiness), hu-

man dignity and autonomy (such as the algorithmic manipulation of sensitive 

groups), and privacy, data protection and cybersecurity (Art. 8-15, 27, recital 56). 
21 Lists in Annex II and Annex III covers the high-risk cases, and Article 5 the 

prohibited uses. 
22 Correspondingly, (i) if a system is an AI system (say, a machine vision sys-

tem), and (ii) the use area (say, emotional recognition from facial expressions) is 

mentioned in the Article 5, and there are no exceptions that would allow the use of 

systems (specified in the article 5), the use of an AI system in that use case area is 

categorically prohibited. 
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(ii) if the use area of the system is mentioned either in the lists of eight 

high-risk use areas (Annex III) or in the list of 19 cases, for which 

there is already EU legislation (Annex II),  

(iii) then the use of a system is a high-risk use, which raises risks to fun-

damental rights.  

Originally, the Commission motivated this approach by stating that it establishes 

"predictable, proportionate and clear obligations" for the providers and developers 

of AI systems (COM2021). Indeed, it proposed a straightforward procedure (“look 

at the lists in Articles and Annexes”) for determining whether the use of AI systems 

falls into the category of high-risk uses, or not. 

The proposal, however, is problematic. It does not articulate, why certain uses 

are classified as high-risk (Annex III) or prohibited (Art.5), while others are not. 

For instance, one might ask why the algorithmic safety components of critical in-

frastructure (AI Act, Annex III, point 2) are deemed to pose risks to fundamental 

rights, whereas AI systems used for pricing energy consumption are not.  

Moreover, the AI Act does not explicate the metrics used to assess the levels of 

risks. This invites to ask, why, exactly, for example AI systems intended for evalu-

ating the creditworthiness of natural persons (Annex III, 5.b) are classified at the 

same risk level as systems designed to influence the outcome of an election (Annex 

III, 8.b).  

The lists of selected risks are fragmented and piecemeal. Some of high-risk cases 

are chosen, as there is already product safety legislation covering them (Annex II). 

For some, the reason may be the presence of equality issues (e.g. AI-based discrim-

ination). Some revolve around the privacy and data protection (e.g. the effect of 

GDPR), and some are reactions to potential economic, physical or psychological 

harm. 

Generally, the stipulation-based approach illustrates how difficult it is to inte-

grate the fundamental right issues with the product safety regulation. Philosophi-

cally, the rights do not follow the logic of product safety regulation. For a product 

safety regulation, it suffices that the systems keep the “risk-level below the bar” 

(Almada and Petit, 2023). In contrast, fundamental rights are a matter of principle, 

and they follow a “logic of optimization” (Almada and Petit, 2023). Fundamental 

right thinking aims to promote rights, not just mitigate its violations.  

 

5. Challenge (4): The Legal Legacy of Prior EU Regulation 

(GDPR)  

 

The legacy of prior EU regulation cause also other challenges for the AI Act. For 

example, the article 6.3 is designed to prevent the overregulation of AI systems in 

high-risk use areas. The article excludes assistive and procedural uses, emphasizing 
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that only when AI systems23 play “substantial role” in “decision-making” and “ma-

terially” influence “the outcome of decision-making” (rec. 53), they should be clas-

sified as high-risk uses. For example, the use of AI for narrow administrative tasks, 

classification of documents, structuration of the unstructured data, and the use of AI 

to “refine language” are not classified as high-risk (rec. 53)24.  

From a practical point of view, the exclusion of assistive uses is logical, im-

portant and valuable. It complements the definition of AI (art. 3.1), focusing only 

on the uses of AI, where machines are used to make decisions autonomously.  

Unfortunately, the conceptual structure behind the current formulation of the ar-

ticle 6.3 is somehow problematic. Namely, following the GDPR (art. 22), the article 

6.3. categorically classifies the complex computer-assisted and distributed decision-

making as human decision-making (recital 53). It supposes that machines raise sig-

nificant fundamental right risks only when they make the decisions, are used for 

profiling (Art. 6.3(d)), or have “substantial” role in decision-making (recital 53).  

According to growing empirical evidence, this distinction between a man and a 

machine is an outdated idealization. From a cognitive science point of view, it ig-

nores a very significant source of risks: the human cognitive factors, and their im-

pact in distributed forms of machine-human interaction25.  

For example, the assistive uses of cognitively active AI technologies is found to 

carry increased risk (Slattery et al., 2024). These technologies, such as algorithm-

enhanced measurement and analysis devices, interactive predictive data-analytics, 

or interface-integrated multi-modal assistants, are already widely used to support 

and extend human epistemic and cognitive capabilities in knowledge intense fields 

such as healthcare26, science27, governance and policymaking. 

Such technologies may exert persuasive influence, directing users cognitively 

toward certain interpretations and actions (Weinmann & al, 2016; Mele & al, 2021; 

Wenker 2022). Moreover, studies on automation and other cognitive biases suggest 

that people are inclined to have excessive reliance to proposals generated by AI, 

even in situations where they have a reason to believe that information provided by 

 
23 There are some exeptions. For instance, if AI systems are used for profiling, 

then they are high-risk (Art. 6.3(d)). 
24 The AI Act demands that a provider who considers that an AI system is not 

high-risk should reliably document that the use of a system is narrow, assistive and 

procedural to avoid loopholes. Moreover, to ensure “transparency” and “traceabil-

ity” that documentation should be provided to national competent authorities upon 

request (Recital 53). 
25 I think the article 6.3 is very valuable, and it should have been modified to 

exclude explicitly a narrow set of assistive uses in epistemic tasks (with direct fun-

damental right implications) rather than “material” uses.   
26 for example, Mele & Russo-Spena, 2019. 
27 For an overview on the impacts of AI in science, see Gao & Wang 2023. 
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the systems is likely to be incorrect28. In particular, certain user groups, such as 

semi-advanced novices, are found to exhibit such over-reliance (Horowitz & Kahn, 

2023).   

The increasing reliance on such technologies pushes us to recognize, how the 

cognitive dynamics of interaction challenges the fundamental assumptions of prior 

regulation. In many expert tasks, the human decision-making is assisted, technol-

ogy-mediated decision-making, where the risks are raised by the interaction, not by 

the machines per se.  

By relying on idealizations that do not recognize the changed cognitive dynam-

ics, the regulation is deemed to view the sources of risks trough distorted lens. Re-

forming such fundamental commitments of the EU regulation would be a massive 

challenge to law makers. Still, in a light of the growing epistemic impact of cogni-

tively active technologies, there may be a growing pressure for such a reform. 

 

5. Challenge (4): The Effectivity of Transparency 

The prior EU regulation, and particularly GDPR, have heavily influenced also on 

the AI Act´s risk-mitigation strategy. In short, following the legacy of GDPR, EU 

regulation tend to propose transparency and human oversight as “blanket remedy” 

for almost any kind of problem that the use of AI may raise (Ruschemeier & Hon-

drich, 2024).   

However, neither transparency nor human oversight automatically ensures the 

effective prevention of fundamental rights risks (Ott et al., 2022) 29. Decision-mak-

ing can be fully transparent and controlled, yet rights can still be violated (Ro-

drigues, 2020).  

Moreover, in the AI Act transparency serves mainly communicative purposes 

(Busuioc et al, 2023). It mainly facilitates the transfer of information (Busuioc et al, 

2023; Mylly 2023), offering a means to overcome information asymmetries be-

tween stakeholders in the value chains (Mylly 2023).  

In a more detail, under the Articles 8-15, any high-risk AI system must be trans-

parent enough to allow deployers – the ones putting an AI system into use under 

their own authority - to interpret its outputs and use systems ‘appropriately’30. The 

mandatory conformity assessments (Art. 8-15) aim to ensure that the providers pro-

 
28 For discussion on automation bias in legal contexts, see Ruschemeier & Hon-

drich 2024. 
29 For discussion, see Daneshjou et al., 2021, Vaassen 2022, Viljanen 2023. 
30 For example, a provider must offer sufficient information (data management, 

technical reports, possible risks associated with the intended and unintended uses of 

systems, and risk mitigation plans) to deployers. 
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vide sufficient information about the ways, how the systems are trained, what algo-

rithms they use, what risks they carry, and how they work31. Additionally, providers 

of systems are obligated to register high-risk AI systems in a publicly accessible, 

EU-wide database before these systems are marketed or deployed. 

Transparency plays a similar, limited communicative role in The Fundamental 

Rights Impact Assessment (“FRIA”). The FRIA requires public sector deployers, 

such as government agencies, to detail the intended use of the high-risk AI system, 

including its duration and frequency (art. 27). The FRIA mandates identifying the 

categories of individuals or groups likely to be affected in the specific context and 

estimating the specific risks of harm these groups might face. The results of FRIA- 

assessments will be reported to national authorities, and light summaries of assess-

ments will be registered in public EU database32. 

Since the FRIA assessments rely on technical information about the AI system, 

providers (e.g., software companies) must supply adequate information to deploy-

ers. The AI Act compels providers (such as companies producing software for hos-

pitals) and manufacturers (e.g., software companies or research laboratories) to be 

more transparent by requiring that they share details about training methods, data 

used, and the system’s intended functionality to the deployers through the conform-

ity assessments (art. 13).  

In a sum, the AI Act requires, thus, that the AI implementation complies with the 

relevant standards33, that sufficient oversight methods are specified, and that the 

obligations concerning the registerations in an “open” EU-wide database are exe-

cuted appropriately34.  

 
31 In a more detail, the AI Act requires providers, such as software developers, 

to describe technical and data management details, identify potential technical vul-

nerabilities, estimate risks associated with both intended and unintended uses of the 

systems, and develop risk mitigation plans for high-risk systems (Art. 9). These 

plans aim to ensure compliance with fundamental rights and specify measures to 

address materialized risks. Providers must also explain the design and implementa-

tion of human oversight measures. 
32https://www.euractiv.com/section/artificial-intelligence/opinion/eus-much-

heralded-ai-act-agreed-by-eu-parliament-but-serious-human-rights-holes-in-law-

remain/ 
33 What comes to the AI standards, their legitimacy is also compromised (Mylly 

2023). The standardization processes should be open to participation. In practice, it 

has been executed by a limited number of organizations and entities. There is no 

evidence on active promotion of participation, or that relevant civic society organi-

zations would have been consulted (Mylly 2023). 
34 Under the article 86, “affected persons” also have the right to obtain from the 

deployer clear and meaningful explanations of the role of the AI system in the de-

cision-making procedure and the main elements of the decision taken. This extends 

the notion of communication transparency to “right to explanation”. 
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The efficiency of the apparatus for increasing transparency is, however, an open 

question. First, the AI Act enables the providers themselves to assess, whether the 

technology meets the transparency and quality requirements. This may create “an 

increased risk” for “perpetuating sub-optimal transparency practices at the level of 

evaluation and control mechanisms” (Busuioic et al., 2023).  

Second, the public database will contain basic information about the uses of sys-

tems, information on the providers of systems, and the EU declarations of conform-

ity in cases where there has been self-assessment. (In the case of third-party assess-

ment, the database will contain information about the certificate issued by the 

notified body.) The database will thus mostly reveal, which systems are registered. 

Once carried out and reported on, the database itself will not have any further, direct 

impact on the actual use of high-risk AI systems.  

What comes to the mitigation of the fundamental right risks by pushing the de-

ployers to evaluate the risks by the FRIA procedure, it is worth for noting that the 

FRIA is limited to the public sector bodies and private bodies carrying out public 

sector tasks in high-risk use areas (Art. 27, and Art. 50)35. Commercial “deployers”, 

such as companies using AI systems for service production, are not required to per-

form FRIA assessments36.  

In a light of the increasing effect of commercially produced and distributed al-

gorithms, this asymmetry between public and private sector obligations is unex-

pected, and perhaps slightly disturbing37. Commercial AI-products are associated 

with a growing number of harms and hazards (for example, the OECD AI Incidents 

Monitor 2024)38.  Moreover, in many EU countries, public administration is already 

subject to very strict regulation, and human rights are safeguarded by constitutional 

legislation. Thus, one may ask, why the EU uses product safety regulation to regu-

late constitutional questions.   

 
35 The FRIA methodology continues the techniques of PIA (“Privacy Impact 

Asssesment”) and DPIA (data protection impact assessment). They were introduced 

with the General Data Protection Regulation (Art. 35 of the GDPR). PIA/DPIA are 

associated with the obligation of the controller to conduct an impact assessment and 

to document it before starting the intended data processing. 
36 All deployers of high-risk AI systems that are used the detection of financial 

fraud (Annex III, 5b) and risk assessment and pricing in the case of life and health 

insurances (Annex III, 5c) must also complete the FRIA assessment. 
37 Market surveillance authorities, by virtue of article 47 of the Final Provisional 

Text, may lift the obligation to conduct a FRIA in case of “exceptional reasons of 

public security or the protection of life and health of persons, environmental pro-

tection and the protection of key industrial and infrastructural assets“. Even in such 

case, article 47.1 of the Final Provisional Text states that this derogation is only 

temporary and completion of the procedures (e.g. conformity assessment and the 

FRIA) shall be undertaken “without undue delay”. 
38 https://oecd.ai/en/incidents 
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The explanation is, again, the background of the AI Act. Human rights treaties 

tend to focus only on the government-citizen relationship, and their relation to cor-

porations or companies is indirect (Engenström 2022). Traditionally, the legimated 

division of power between the state and a citizen raises the need for the special 

protection of citizen rights, and thus, states are conceived as the prime bearers of 

rights and duties.  

As a result, the AI Act does not fully recognize the role of commercial actors for 

fundamental rights. In a light of the growing and undisputable economical and prac-

tical dominance of tech giants this, of course, illustrates the limitations of the avail-

able regulatory techniques. For an EU product safety law, however, it may not be a 

realistic option to ask for the regulatory reform at this level. Again, this indicates 

how complicated it is to balance between the available regulatory techniques with 

the realities of a tech-dominated era.  

 

 

6. Concluding remarks: Too much is not enough 
 

The AI Act represents a significant step in the regulation of artificial intelligence. 

It, however, struggles to achieve its main goals. Many of the AI Act´s challenges 

are due to a “fundamental mismatch between means and ends” (Almada and Petit, 

2023). For a product safety law, it suffices that it keeps the “risk-level below the 

bar”, the systems meet the minimum standards and satisfy the requirements (ibid.).  

Philosophically, fundamental right regulation would require more. It follows a 

“logic of optimization” (Almada and Petit, 2023), protecting and promoting rights 

to the maximum. This would require additional regulatory actions, such as signifi-

cant and tangible legal incentives, equal access to participation, and regulatory in-

clusion of other democratic processes39. Moreover, the legal norms should promote 

the interests to which the right in question is directed in practice (Campbell, 2006; 

Griffin, 2004).  

In the final form, the AI Act comprises over a hundred articles, and nearly two 

hundred recitals. The length of complementing guidelines is already over 150 pages, 

and more is to come. Despite its massiveness, the AI Act regulates only risks. It 

conceives human rights only in terms of harms, risks and risk-mitigation, without 

seeking any possibilities.  

The legal legacy of the AI Act limits the available regulatory techniques and 

poses boundary conditions. Moreover, all the discrepancies, inconsistencies and 

provisions weaken the AI Act´s impact, and its cost-efficiency is an open question40. 

The AI Act may, thus, make great promises, but ends up doing very little. Simply 

put, sometimes too much isn´t still enough.  

 
39 For discussion on the protection vs. promotion of basic rights, see for example 

Shue 1996, Nussbaum 2006, Wibye 2022. 
40 As things stand, there are no reliable estimations about the costs of the com-

pliance, or about the cost-efficiency of the whole exercise.   
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